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Abstract—A phase-domain analog-to-digital converter (PhADC) is a promising alternative to a pair of amplitude-domain in-phase and quadrature (IQ) ADCs for low power FSK/PSK demodulation, but the fundamental benefits and limitations of the PhADC over the IQ ADC have not been precisely quantified as yet. In this paper, analytical methods are proposed to comprehensively compare the PhADC and the IQ ADC. Phase signal-to-noise ratio (SNR) expressions of the two ADC types are formulated analytically to facilitate a quantitative comparison of them. In comparison with the IQ ADC, the PhADC is a more compact quantization and demodulation solution when interference accommodation is not required. Moreover, considering a flash ADC as an example of the low resolution (3-4 bit) IQ ADC, the PhADC has a lower theoretical energy limit than the flash ADC for a given phase ENOB. IQ offsets and amplitude mismatch impose unique nonlinearities on the PhADC due to the nonlinear amplitude-to-phase conversion. The understanding of this nonlinearity leads to a phase-domain mismatch and offset detection technique. Phase SNR is explicitly related to input noise for both ADCs, and to comparator offsets for the PhADC, respectively. All of the results prove that the PhADC is a promising quantization and demodulation solution.

Index Terms—Amplitude mismatch, in-phase and quadrature (IQ) ADC, offset, phase-domain analog-to-digital converter (PhADC), phase nonlinearity, phase signal-to-noise ratio (SNR).

I. INTRODUCTION

POWER efficient ADCs and demodulators are in high demand for low power wireless receivers. Downconverted in-phase and quadrature (I and Q) signals are commonly quantized by a pair of amplitude analog-to-digital converters (IQ ADC), and are subsequently demodulated in the digital domain. Alternatively, modulation-specific quantization and demodulation approaches can be used by exploiting the unique properties of the modulation schemes at hand. One promising example is a phase-domain ADC (PhADC)-based FSK and PSK demodulator for Bluetooth, Bluetooth low energy (BLE) and ZigBee receivers [1]–[8]. FSK and PSK modulation schemes are widely adopted in low power short-range wireless standards, e.g., BLE, ZigBee, IEEE 802.15.6, etc. The fact that in FSK and PSK modulation schemes data information is encoded in the signal phase alone is utilized by the PhADC by only quantizing phase information as opposed to I and Q amplitude information, resulting in a compact and energy-efficient system architecture.

PhADC-based demodulators have proven to have bit-error-rate (BER) characteristics close to an ideal coherent GFSK demodulator [4]. PhADCs based on a zero-crossing conversion algorithm have been realized in silicon by a resistor-bridge-based approach [5], [6] as well as a current-mirror-based approach [7], [8]. The benefits of robustness to circuit nonidealities and noise and large amplitude dynamic range of the resistor-bridge-based zero-crossing (ZC) PhADC has been addressed in [9]. Moreover, an IQ-assisted algorithm has recently been proposed and implemented in a charge-redistribution PhADC, resulting in a very energy-efficient PhADC topology [10].

However, though being a promising alternative to the IQ ADC for low power wireless receivers, there is a lack of thorough and accurate analysis of the fundamental benefits and limitations of the PhADC over the IQ ADC in the literature. In this paper, analytical methods to compare the PhADC and the IQ ADC are presented, aiming to provide deeper insights into their performance and to help designers make an optimum choice between them at system level. Phase signal-to-noise ratio (SNR) is proposed to facilitate the comparison of the PhADC and IQ ADC. The phase SNR is analytically related to the resolutions in phase and amplitude for the PhADC and the IQ ADC, respectively. The principal advantages and disadvantages of the PhADC are then accurately formulated or addressed with the aid of several implementation examples of the PhADC and the IQ ADC. Furthermore, the influence of the amplitude nonidealities on the phase is quantified for the PhADC and compared with the IQ ADC if necessary. It should be noted that we focus on the ZC PhADC in this paper rather than the charge-redistribution PhADC, but most of the analysis is independent from the conversion algorithms and the circuit architectures, i.e., valid for both PhADCs. We hereafter assume the PhADC is a ZC PhADC unless otherwise noted.

This paper is organized as follows. In Section II, the relationship between phase SNR and IQ amplitude resolution of the IQ ADC is derived for input vectors with constant and non-constant magnitudes, respectively. In Section III, the same analysis is applied to the PhADC and the phase SNR is related to the phase resolution as well. Section IV compares the PhADC and the IQ ADC from several different perspectives. In Section V, the effect of amplitude nonidealities on the PhADC are analyzed and compared with the IQ ADC. Phase-domain IQ amplitude mismatch and IQ offset detection techniques are also proposed and verified principally. Section VI summarizes the findings of this paper.

II. PHASE SNR OF IQ ADC

Analog baseband frequency/phase modulated I and Q signals are usually quantized by an IQ ADC, and then mapped onto phases in the digital domain during or before the phase demodulation. While the I and Q amplitude ADCs are characterized in
the amplitude domain separately, it is more meaningful to characterize them together in the phase domain since eventually the phase is the only quantity processed by the phase demodulator. Therefore, the phase quantization noise introduced by the IQ amplitude quantization noise is analyzed here.

The phase quantization noise can be accurately formulated by a mathematical procedure as follows. Assuming the I amplitude quantization noise is uncorrelated with the I signal and so is its Q counterpart, the amplitude of the quantization noise are approximately uniformly distributed and spread more or less as white noise over the Nyquist bandwidth from dc to $f_s/2$, where $f_s$ is the sampling frequency. The phase quantization noise then becomes:

$$P_{\varphi,QN} = \int \int \int e(i, q, \Delta i, \Delta q)^2 \cdot f(\Delta i, \Delta q) \cdot d\Delta i \cdot d\Delta q \cdot di \cdot dq,$$

where $i$ and $q$ are the amplitudes of the I and Q signals, and $\Delta i$ and $\Delta q$ are the quantization noise terms superposed on them, respectively. The power of the phase error is given by [12]:

$$\varphi_{IQ} = \pi \sin(2\pi f t),$$

where $\varphi_{IQ}$ is a full-scale sinewave. The rms value of the input phase is therefore:

$$\varphi_{IQ \text{ in, rms}} = \frac{\pi}{\sqrt{2}}.$$

The phase SNR for an ideal $N_{IQ}$ bit IQ ADC is therefore:

$$\text{SNR}_{\varphi,IQ} = 20 \log_{10} \left( \frac{\varphi_{IQ \text{ in, rms}}}{\varphi_{IQ \text{ rms}}} \right) \text{ (dB)};$$

where $\varphi_{IQ \text{ rms}}$, is the rms value of the phase quantization noise, which can be determined by simulations. As shown by the upper curve in Fig. 3(a), SNR$_{\varphi,IQ}$ linearly increases with $N_{IQ}$, which can be fitted to a linear function as:

$$\text{SNR}_{\varphi,IQ} = 6N_{IQ} + 11.9 \text{ (dB)}.$$

The SNR of an amplitude ADC is usually quantified by a more intuitive metric, i.e., effective number of bits (ENOB) according to:

$$\text{ENOB} = \frac{\text{SNR(dB)} - 1.76}{6.02}. $$

A similar concept can be applied to SNR$_{\varphi,IQ}$, yielding:

$$\text{ENOB}_{\varphi,IQ} = \frac{6}{6.02}N_{IQ} + 1.69 \approx N_{IQ} + 1.69,$$

which shows that phase ENOB is 1.69 bit greater than $N_{IQ}$ for a constant-magnitude vector. However, realistic vector signals do not always have constant magnitudes. The phase SNR for a non-constant magnitude vector will be studied next.

### B. Non-Constant Vector Magnitude

The vector magnitude in a practical receiver system might change with time-varying transmitting power and communication channel attenuation. As illustrated in Fig. 4(a), the amplitude quantization noise $\Delta q$ produces a larger phase quantization noise $\Delta \varphi_i$ at a small vector magnitude ($A_0$) than it does at a large vector magnitude, i.e., $\Delta \varphi_i$ associated with $A_0$. 

While amplitude quantization noise $\Delta q$ and $\Delta i$ are uniformly distributed over $[-1.5SHIQ/2, 1.5SHIQ/2]$ , the phase quantization noise $\varphi_{IQ}$ introduced by $\Delta q$ and $\Delta i$ is not distributed in the same way due to the nonlinear amplitude-to-phase conversion as indicated by (1). This indeed can be observed in Fig. 2(a), which plots the PDF of the phase quantization noise when the input signal has constant magnitude but random phase. It is also confirmed by simulations that the phase quantization noise PDF is uncorrelated with the input phase when the input phase spans the entire phase range, i.e., $[0, 2\pi]$. 

The SNR of output phase $\varphi_{IQ}$ can now be calculated assuming input phase $\varphi_{IQ \text{ in}}$ is a full-scale sinewave:

$$\varphi_{IQ \text{ in}} = \varphi_{IQ \text{ out}} = \pi \sin(2\pi f t).$$

The rms value of the input phase is therefore:

$$\varphi_{IQ \text{ in, rms}} = \frac{\pi}{\sqrt{2}}.$$

The phase SNR for an ideal $N_{IQ}$ bit IQ ADC is therefore:

$$\text{SNR}_{\varphi,IQ} = 20 \log_{10} \left( \frac{\varphi_{IQ \text{ in, rms}}}{\varphi_{IQ \text{ rms}}} \right) \text{ (dB)};$$

where $\varphi_{IQ \text{ rms}}$, is the rms value of the phase quantization noise, which can be determined by simulations. As shown by the upper curve in Fig. 3(a), SNR$_{\varphi,IQ}$ linearly increases with $N_{IQ}$, which can be fitted to a linear function as:

$$\text{SNR}_{\varphi,IQ} = 6N_{IQ} + 11.9 \text{ (dB)}.$$

The SNR of an amplitude ADC is usually quantified by a more intuitive metric, i.e., effective number of bits (ENOB) according to:

$$\text{ENOB} = \frac{\text{SNR(dB)} - 1.76}{6.02}. $$

A similar concept can be applied to SNR$_{\varphi,IQ}$, yielding:

$$\text{ENOB}_{\varphi,IQ} = \frac{6}{6.02}N_{IQ} + 1.69 \approx N_{IQ} + 1.69,$$

which shows that phase ENOB is 1.69 bit greater than $N_{IQ}$ for a constant-magnitude vector. However, realistic vector signals do not always have constant magnitudes. The phase SNR for a non-constant magnitude vector will be studied next.
Thus, the total phase quantization noise power associated with a non-constant vector magnitude is greater than that associated with a constant vector magnitude.

Let us consider the two vector distributions shown in Fig. 1(b) and (c), which both have random phase distributions and random vector magnitudes, but with different magnitude ranges, i.e., \([F/S, F/S/2]\) in (b) and \([0, F/S/2]\) in (c), respectively. Since the vector magnitude is usually maintained within a limited range by a preceding variable gain amplifier (VGA) in practice, the vector distribution shown in Fig. 1(b) is more realistic and representative than Fig. 1(a) and Fig. 1(c). The SNR of the quantized phase is calculated and plotted in Fig. 3(a), indicating that the phase SNR decreases with increasing magnitude range. For the vector distribution shown in Fig. 1(b), a linear function can relate the phase SNR and \(N_{IQ}\) as:

\[
\text{SNR}_{\Phi;iQ,NM} = -6N_{IQ} + 8.7(\text{dB})
\]

(9)

Thus, the ENOB of the phase output is:

\[
\text{ENOB}_{\Phi;iQ,NM} \approx N_{IQ} + 1.2.
\]

(10)

The key observation from comparing (8) and (10) is that 0.49 bit phase ENOB is lost due to the increased magnitude range. In other words, an IQ ADC needs 0.49 bit extra to accommodate the varying vector magnitude and compensate for the phase ENOB degradation.

### III. Phase SNR of PhADC

Before comparing the phase SNR of a PhADC with that of an IQ ADC, phase SNR of the PhADC also needs to be related to phase resolution analytically for different vector magnitude distributions. This will be discussed in this section.

A PhADC is an amplitude-to-phase converter with quantization functionality. For an \(N_{Ph}\) bit PhADC, the IQ-plane is split into \(2^{N_{Ph}}\) sectors with an angle of \(\text{LSB}_\Phi = 2\pi/2^{N_{Ph}}\) between consecutive quantization intervals [7], as illustrated by the example in Fig. 5(a). The quantization is realized by generating and then detecting the signs (zero-crossings) of the original and rotated I or Q projections. As shown in Fig. 5(b), the Q projection of the rotated vector \(A_0\) and its rotated versions are \(q_{0,1,\ldots,7}\), respectively. The 4 bit PhADC senses the zero crossings of \(q_{0,1,\ldots,7}\), and counts the number of positive and negative zero crossings induced, then estimates the phase of \(A_0\); the greater the number of the rotated projections, the higher the resolution of the phase. This quantization process can be seen in such a way that several input-dependent (unknown) quantization levels (e.g., \(q_{0,1,\ldots,7}\)) are generated to compare with zero (known) amplitude, which is opposite to the usual amplitude quantization process, i.e., several reference (known) quantization levels are generated to quantize an unknown input amplitude. However, in essence, both quantization processes are comparisons of one amplitude with several other amplitudes. This similarity can help us understand the influence of comparator offsets on the PhADC performance, as will be discussed in Section V.

A rotated projection \(q_k\) is related to the fundamental projections \(q_0\) and \(q_0\) as follows [4], [7]:

\[
q_k = i_0 \cdot \sin \frac{k\pi}{2^{N_{Ph} - 1}} + q_0 \cdot \cos \frac{k\pi}{2^{N_{Ph} - 1}}, ~ k = 0, 1, \ldots, 2^{N_{Ph}} - 1.
\]

(11)

This linear combination function can be implemented in circuitry either by a resistive bridge that converts input currents to phase-shifted voltages [5], [6], or a weighted current array that converts input voltages to phase-shifted currents [7].

Being a linear quantizer in the phase domain, the quantization noise of the PhADC has properties similar to that of a linear amplitude ADC. It is accurate enough for most amplitude ADCs that the amplitude quantization noise for any ac signal that spans more than a few LSBs can be approximated by an uncorrelated sawtooth waveform having a peak-to-peak value of one LSB [13]. This assumption also holds true for the PhADC when the input phase spans the entire phase range, i.e., \([0, 2\pi]\). Fig. 2(b) shows the PDF of the phase quantization noise for a constant-magnitude input signal with random phase. Unlike the Gaussian-like distribution as shown in Fig. 2(a), the phase quantization noise is uniformly distributed over \([-\text{LSB}_\Phi/2, \text{LSB}_\Phi/2]\). The root-mean-square phase quantization noise is:

\[
\epsilon_{\Phi, Ph, rms} = \frac{\text{LSB}_\Phi}{\sqrt{12}}.
\]

(12)

Assuming the input phase is a full-scale sine wave expressed by (3) with an rms value given by (4), the SNR of the quantized phase is:

\[
\text{SNR}_{\Phi, Ph} = 6.02N_{Ph} + 1.76(\text{dB}).
\]

(13)

Hence, the ENOB of the PhADC is:

\[
\text{ENOB}_{\Phi, Ph} = N_{Ph}.
\]

(14)

(13) is also well matched with the simulation results shown in Fig. 3(b), in which \(\text{SNR}_{\Phi, Ph}\) is plotted versus the phase resolution \(N_{Ph}\).

To be consistent with the analysis applied to the IQ ADC, the phase quantization noise distribution and the phase SNR need to be analyzed in case the input vector magnitude is not constant as well. Since the PhADC is a direct linear quantizer in the phase domain, the phase quantization noise is independent from the vector magnitude. This independence is also conceptually illustrated in Fig. 4(b), showing that a large vector \(A_0\) has...
the same phase quantization error as a small vector $A_1$. Therefore, (12), (13) and Fig. 3(b) also hold true for an input vector with a random magnitude and a random phase. Also, the phase quantization noise follows the same uniform distribution as the ones shown in Fig. 2(b).

The analysis in this section and Section II suggests that the phase SNR of an IQ ADC decreases with increasing vector magnitude range, whereas that of a PhADC is immune to the vector-magnitude variation. In other words, from a system perspective, the IQ ADC needs extra bit to accommodate the varying vector magnitude, or the preceding automatic gain control (AGC) needs a finer gain resolution, whereas the PhADC can inherently accommodate the variation and relax the AGC control. This is one of fundamental benefits of the PhADC over the IQ ADC. This benefit has also been proven by measurement results in [6], [7], [10] and summarized in [10] by the authors.

IV. PHADC AND IQ ADC COMPARISON

The foregoing analysis formulates the vector-magnitude-variation accommodation effect of the PhADC. In this section, further comparisons between the two ADCs are made from several other perspectives. In IQ ADC-based low power receivers, moderate resolution (6–9 bit) and moderate speed (2.4–8 MS/s) SAR and pipeline ADCs are typically employed [14]–[16]. By contrast, PhADC-based low power receivers incorporate low phase resolution (4–5 bit) and moderate speed (1–20 MS/s) PhADCs [6], [7], [10]. We make the following observations on these two scenarios:

1) Embedded demodulation. While the IQ ADC needs subsequent digital demodulation, the PhADC embeds most of the demodulation process in the quantization, thus saving the power and the area otherwise needed for the demodulation.

2) Vector-magnitude variation accommodation. The 6–9 bit amplitude resolution of an IQ ADC can be translated into a phase ENOB$_{\text{IQ}}$ of 7.7–10.7 bit as indicated by (8), which is more than that required by the FSK/PSK demodulation defined in low power wireless standards, e.g., BLE. This extra dynamic range is used to accommodate vector magnitude variations and interference. In contrast to the IQ ADC, a PhADC can inherently accommodate the magnitude variation as described in Section III, and hence no extra phase dynamic range is needed for a PhADC.

3) Interference accommodation. As mentioned above, the IQ ADC usually allocates some extra dynamic range to accommodate interference besides the magnitude variations, hence the desired channel can be precisely selected in the digital domain if the interference is not sufficiently suppressed by the stages preceding the ADC. However, the PhADC is not able to accommodate the interference even with extra phase dynamic range. This is because the amplitude interference is nonlinearly translated into a phase error of the desired phase, and the desired phase and the phase error are no longer carried by well-separated frequency channels as the desired amplitude and the interference at the input of the PhADC. These different attributes of interference accommodation marks an important application boundary between the two ADCs. That is, the PhADC is a more compact quantization and demodulation solution due to its embedded demodulation attribute, while the IQ ADC-based receiver can provide more channel-selection flexibility. For example, a simple 3rd-order analog channel selection filter and a 4 bit PhADC can already satisfy the requirements of the BLE standard [8], while IQ ADC-based receivers can accommodate multiple low power wireless standards [15], [16].

4) Energy efficiency. After many decades of research, today’s IQ ADCs have become quite energy efficient in advanced IC processes. As an example, a SAR ADC in 40 nm technology offers today with a figure of merit (FoM) of 0.85 fJ/conv. step [17]. By contrast, the emerging PhADC has only a few reported silicon realizations and a state-of-the-art FoM of 1.2 pJ/conv. step in 0.18 μm technology [10]. Although the reported PhADCs are not as energy efficient as the IQ ADC yet, we want to address the fundamental energy difference between them, hence showing the room for improvement we could explore. The following comparison will be made in the typical operating condition of a PhADC, i.e., low phase resolution (4–5 bit) with no need to accommodate the interference, demonstrating the preferable one of the two ADCs in such condition. The translated amplitude resolution requirement of the IQ ADC is about 3–4 bit, as indicated by (10), which is less than that of the IQ ADCs in [14]–[16] (6–9 bit) since no interference need to be accommodated. This low resolution requirement makes flash, SAR, and pipeline all possible architectures for the IQ ADC since they have the same order of energy efficiency [18]. The flash architecture is selected in the comparison due to its similarity with the most common PhADC architecture, i.e., the ZC PhADC [6], [7]. Since the majority of the power consumption of both a flash ADC and a ZC PhADC are attributed to the comparators, the number of comparators is used to specify the power consumption. Also, the sampling rate and the input signals of both the two ADCs are assumed to be the same.

An $N_{\text{IQ}}$ bit classical flash ADC has $2^{N_{\text{IQ}}}-1$ comparators, thus an IQ ADC with two $N_{\text{IQ}}$ bit ADCs has $2(2^{N_{\text{IQ}}}-1)$ comparators. As described in Section III, an $N_{\text{Ph}}$ bit PhADC has $2^{N_{\text{Ph}}}-1$ thresholds, so $2^{N_{\text{Ph}}}-1$ comparators. If the IQ ADC and the PhADC have the same number of comparators, they have a resolution relationship as follows:

$$N_{\text{Ph}} = \log_2(2^{N_{\text{IQ}}}-1) + 2,$$

indicating that $N_{\text{Ph}}$ is roughly 2 bits larger than $N_{\text{IQ}}$.

As noted in Section II-B, the non-constant vector distribution shown in Fig. 1(b) is more realistic and representative than Fig. 1(a) and Fig. 1(c). Thus, the following comparison is made for an input vector with non-constant magnitude between $FS/4$ and $FS/2$. $\text{ENOB}_{\varphi, \text{IQ,NM}}$ and $\text{ENOB}_{\varphi, \text{Ph}}$ of the IQ ADC and the PhADC are given by (10) and (14), respectively. Given the same number of comparators, i.e., their resolutions meet (15), the ENOB difference is:

$$\text{ENOB}_{\varphi, \text{Ph}} - \text{ENOB}_{\varphi, \text{IQ,NM}} = \log_2(2^{N_{\text{IQ}}}-1) - N_{\text{IQ}} + 0.8,$$

showing that $\text{ENOB}_{\varphi, \text{Ph}}$ is higher than $\text{ENOB}_{\varphi, \text{IQ,NM}}$ as long as $N_{\text{IQ}} > 1$ bit. For example, ENOB difference is 0.7 bit when $N_{\text{IQ}} = 4$ (i.e., both ADCs have 30 comparators). For another example, if both ADCs have a phase ENOB of 5 bit, the IQ ADC and the PhADC need 26 and 16 comparators ($N_{\text{IQ}} = 3.8$ and $N_{\text{Ph}} = 5$), respectively. Thus, the PhADC has a lower theoretical energy limit (fewer comparators) than the flash IQ ADC for a given phase ENOB. The favorable energy efficiency of the PhADC is contributed by two facts: 1) immunity to vector-magnitude variation, and 2) 1-D (phase-only) quantization rather than 2-D (IQ) quantization.
In summary, compared to the IQ ADC, the PhADC, due to its embedded demodulation attribute, is a more compact quantization and demodulation solution when interference accommodation is not required. Moreover, in the typical operating condition of the PhADC, i.e., low phase resolution with no need to accommodate the interference, the theoretical energy limit of the PhADC is addressed with respect to the IQ ADC. Considering a flash ADC as an example of the low resolution (3-4 bit) IQ ADC, the PhADC has a lower theoretical energy limit than the flash IQ ADC for a given phase ENOB due to the immunity to magnitude variation and the phase-only quantization, illustrating the great room for energy efficiency improvement that the emerging PhADC has.

V. PHASE NONIDEALITIES DUE TO AMPLITUDE NONIDEALITIES

Our analysis thus far only takes into account the quantization noise, but no other amplitude nonidealities, which usually manifest themselves as noise, gain errors, and offsets injected by preceding stages, as well as the amplitude errors introduced during conversions. Due to the different quantization mechanism of the PhADC with respect to that of an IQ ADC, the influence of the amplitude nonidealities on the phase should be analyzed and compared with the IQ ADC if necessary. The amplitude errors introduced during conversions highly depend on the circuit architecture of the PhADC. We focus on the effects of comparator offset of the ZC PhADC here.

A. Input Noise

Since all noise introduced before ADCs affects the phase SNR of both an IQ ADC and a PhADC in the same manner, the analysis below will first take the IQ ADC as an example and then simply extend the conclusions to the PhADC. Assuming the input noise of both I and Q signals are white Gaussian noise with zero mean and a standard deviation $\sigma_{\text{noise}}$, a vector $A_0$ and its complex Gaussian noise are shown in Fig. 6(a). $r_n$ is the magnitude of the noise vector and $\varphi_n$ is its phase with respect to line L (perpendicular to $A_0$) in the figure. Using a small angle approximation, the phase noise $\Delta \varphi_n$ introduced by noise vector $A_n$ can be approximated as:

$$\Delta \varphi_n \approx \tan \Delta \varphi_n = \frac{r_n \cos \varphi_n}{FS/2}. \quad (17)$$

The noise magnitude $r_n$ and noise phase $\varphi_n$ of the complex Gaussian noise have Rayleigh and uniform distributions respectively, and they are statistically independent of each other [12]. The power of the phase noise is given by [12]:

$$P_{\varphi, \text{noise}} = \int_{-\pi}^{+\pi} \left( \frac{r_n \cos \varphi_n}{FS/2} \right)^2 f(r_n, \varphi_n) d\varphi_n dr_n. \quad (18)$$

where $f(r_n, \varphi_n)$ is the joint density of $r_n$ and $\varphi_n$. The density functions of $r_n$ and $\varphi_n$ are:

$$f(r_n) = \frac{r_n}{\sigma_{\text{noise}}^2} e^{-r_n^2/2\sigma_{\text{noise}}^2}, \quad r_n \in [0, +\infty), \quad (19)$$

$$f(\varphi_n) = \begin{cases} \frac{1}{2\pi} & \varphi_n \in (-\pi, +\pi) \\ 0 & \text{otherwise} \end{cases} \quad (20)$$

Thus, the joint density function of $r_n$ and $\varphi_n$ is:

$$f(r_n, \varphi_n) = \frac{r_n}{\sigma_{\text{noise}}^2} e^{-r_n^2/2\sigma_{\text{noise}}^2} \frac{1}{2\pi}, \quad r_n \in [0, +\infty), \varphi_n \in (-\pi, +\pi). \quad (21)$$

Substituting (21) into (18), we get:

$$P_{\varphi, \text{noise}} = \frac{\sigma_{\text{noise}}^2}{(FS/2)^2} = \frac{P_{\text{am, noise}}}{(FS/2)^2}, \quad (22)$$

where $P_{\text{am, noise}}$ is the amplitude noise power. Since $P_{\varphi, \text{noise}}$ is independent of the phase of $A_0$, the average phase noise power over the entire phase range is still (22) as long as the vector magnitude is constant. It is reasonable to assume that the amplitude quantization noise is uncorrelated with the input amplitude and so is its phase counterpart, as noted in Section II; thus both the IQ amplitude and phase are assumed to be sinusoidal. The power of the IQ amplitude is $P_{\text{IQ, sig}} = (FS/2)^2/2$. If the SNR of the IQ signal is defined as $\text{SNR}_{\text{IQ, sig}} = P_{\text{IQ, sig}}/P_{\text{am, noise}}$, (22) can be rewritten as:

$$P_{\varphi, \text{noise}} = \frac{1}{2\text{SNR}_{\text{am}}}. \quad (23)$$

If quantization noise is not taken into account, SNR is:

$$\text{SNR}_{\varphi, \text{noise}} = \frac{P_{\varphi}}{P_{\varphi, \text{noise}}} = \frac{\pi^2/2}{1/(2\text{SNR}_{\text{am}})} = \pi^2\text{SNR}_{\text{am}}, \quad (24)$$

where $P_{\varphi}$ is the phase signal power. It can also be expressed in dB as:

$$\text{SNR}_{\varphi, \text{noise}} - \text{SNR}_{\text{am}} + 10 \text{ (dB)}. \quad (25)$$

The total SNR with quantization noise and $\text{SNR}_{\varphi, \text{noise}}$ is:

$$\text{SNR}_{\text{IQ, }, \varphi, \text{TN}} = \frac{1}{1/\text{SNR}_{\text{IQ, }, \varphi} + 1/\text{SNR}_{\varphi, \text{noise}}}, \quad (26)$$

where $\text{SNR}_{\text{IQ, }, \varphi}$ is given by (6). $\text{SNR}_{\text{IQ, }, \varphi, \text{TN}}$ can be rewritten as a function of $\text{SNR}_{\text{am}}$ and $\text{IQ}_{\varphi}$ by substituting (6) and (24) into (26), resulting in:

$$\text{SNR}_{\text{IQ, }, \varphi, \text{TN}} = \frac{\pi^2/2}{\text{SNR}_{\text{am}} 10^{-\left(0.602 \text{IQ}_{\varphi} + 1.19\right)}} + 1. \quad (27)$$

The above analysis also holds true for the PhADC if the $\text{SNR}_{\text{IQ, }, \varphi}$ in (26) is replaced by (13), thus the phase SNR of the PhADC considering both the quantization noise and the phase noise is:

$$\text{SNR}_{\text{Ph, }, \varphi, \text{TN}} = \frac{\pi^2/2}{\text{SNR}_{\text{am}} 10^{-\left(0.602 \text{PB} + 0.176\right)}} + 1. \quad (28)$$

The accuracies of (27) and (28) are verified by simulations using a 4 bit IQ ADC and a 6 bit PhADC respectively, as shown in Fig. 7(a). The difference between the calculations and simulations is less than 0.5 dB, and is caused by the small angle approximation.

In summary, if both the IQ ADC and the PhADC are limited by the input noise rather than the quantization noise, their phase SNR is 10 dB higher than $\text{SNR}_{\text{am}}$, as shown by (25). When the phase quantization noise is taken into account, the quantization noise becomes more dominant than the input noise with increasing $\text{SNR}_{\text{am}}$. In the given example, $\text{SNR}_{\text{IQ, }, \varphi, \text{TN}}$
and $SNR_{Ph,\varphi, TN}$ are not limited by $SNR_{am}$ anymore when $SNR_{am}$ is larger than 30 dB.

### B. Comparator Offsets

Let us first consider the effect of comparator offset in a standard flash ADC. The input-referred offset of a comparator consists of static components (e.g., threshold mismatch of an input pair), as well as dynamic components caused by the nonlinear transconductance of the latches. It is usually acceptable to characterize the offset by a Gaussian distribution with zero mean and a standard deviation $\sigma_{OS}$ [11]. The fluctuation of reference levels caused by the comparator offset in a flash amplitude ADC can be seen as a random noise source in series between the input signal and an ideal comparator if the input signal is assumed to vary sufficiently [11]. Thus, a flash ADC can be modeled as an ideal quantizer with an input as:

$$v_{in, OS} = v_{in} + v_{GS}, \quad (29)$$

where $v_{in}$ is the input signal, and $v_{GS}$ is the comparator offset with a standard deviation $\sigma_{OS}$.

We now determine the effects of comparator offsets on the PhADC. As noted in Section III, an $N_{Ph}$ bit PhADC can be seen as an amplitude quantizer with $2N_{rs}-1$ unknown quantization levels, which are all compared with a known zero amplitude (i.e., zero-crossing detection). This is similar to a flash amplitude ADC, which instead has multiple known quantization levels and an unknown input. Therefore, it is also valid to assume that the PhADC with comparator offsets behaves as an ideal PhADC with a Gaussian distributed “zero” amplitude as:

$$zero_{OS} = 0 + v_{GS}, \quad (30)$$

The phase noise introduced by $v_{GS}$ can be conceptually explained by an example in Fig. 6(b) as follows. $q_0 \ldots 3$ are the original and three rotated Q projections of phase quantization level $\theta_{0} = -\pi/2$, and the projection $q_2$ should ideally be zero. The Gaussian “zero” amplitude makes $q_2$ fluctuate around zero, thus resulting in a fluctuation of $\theta_{0}$. If the fluctuation around zero is $v_{GS}$ as shown in Fig. 6(b), the phase error on $\theta_{0}$ is $\Delta \varphi = \arcsin(v_{GS}/(FS/2))$, which can be approximated using a small angle approximation as $\Delta \varphi = v_{GS}/(FS/2)$. Therefore, the overall effect of the comparator offsets is introducing Gaussian distributed phase offsets into all phase quantization levels, which now is exactly the same as the effect of the offsets on the flash amplitude ADC as discussed above. Moving the offsets of all quantization levels into an equivalent one in series with the input phase, the input becomes:

$$\varphi_{OS} = \varphi + \varphi_{OS}, \quad (31)$$

where $\varphi_{OS}$ has a Gaussian distribution with zero mean and a standard deviation $\sigma_{\varphi} = \sigma_{OS}/(FS/2)$. The offset now plays exactly the same role as the Gaussian noise discussed in Section V-A. Thus, the power of $\varphi_{OS}$ is:

$$P_{Ph, \varphi, OS} = \frac{\sigma_{OS}^2}{(FS/2)^2}, \quad (32)$$

If the quantization noise is not taken into account, SNR becomes:

$$SNR_{Ph, \varphi, OS} = \frac{P_{\varphi}}{P_{Ph, \varphi, OS}} = \frac{(\pi FS)^2}{8 \sigma_{\varphi}^2}. \quad (33)$$

Replacing $SNR_{\varphi, noise}$ and $SNR_{\varphi, Q}$ in (26) with $SNR_{Ph, \varphi, OS}$ and (13), the total SNR with quantization noise is:

$$SNR_{Ph, \varphi, OS + Q} = \frac{\pi^2}{2 \pi^2 - 10(0.602 N_{rs} + 0.176)} + 2 \sigma_{\varphi}^2 \quad (34)$$

The accuracy of (34) is verified by the simulation results shown in Fig. 7(b), which indicate that a small angle approximation is less valid at higher offset values, but the approximation error is still less than 0.5 dB.

The key observation in the above analysis is that the effect of the comparator offsets can be modeled as a phase noise with a Gaussian distribution at the input and be formulated as (34).

### C. IQ Offsets and IQ Amplitude Mismatch

The above analysis shows that the noise has the same effect on an IQ ADC as on a PhADC. However, two other amplitude nonidealities, i.e., IQ offset and IQ amplitude mismatch behave differently in the two ADCs, as will be described next.

Due to the nonlinear amplitude-to-phase conversion, IQ offsets and amplitude mismatch can produce nonlinear phase distortions. Although theoretically both the IQ ADC and PhADC suffer from this effect in the same way, it is well known in practice that the mismatch and the offset can be detected and calibrated if necessary before amplitude is converted into phase for the IQ ADC, whereas the direct mismatch and offset detection cannot be employed for the PhADC due to the absence of amplitude information. Therefore, the effects of phase nonlinearity are only analyzed for the PhADC.

An ideal PhADC has a linear transfer function, as the curve $TF_1$ shows at the right hand side of Fig. 8(a), resulting in a circular output trajectory centered exactly at the origin of the IQ plane for a constant-magnitude input vector, as depicted at the left hand side of the figure. When a positive offset $v_{OS}$ is added to the $I$ amplitude, the trajectory is shifted to the right and the corresponding phase transfer function changes to the nonlinear curve $TF'_1$. Similarly, the nonlinear transfer function caused by a Q offset with a value of $v_{GS}$ is shown in Fig. 8(b), which has the same shape as the one in Fig. 8(a) but with a phase shift of $\pi/2$. It is readily expected that $TF'_1$ is an odd-order nonlinear function with a maximum integral nonlinearity (INL) of $INL_{max}$, whereas $TF'_Q$ has both even-order and odd-order nonlinear terms albeit with the same $INL_{max}$. The difference of $TF'_I$ and $TF'_Q$ shows that I and Q offsets have different effects on the phase distortion when the two-dimensional vector is mapped onto the one-dimensional phase.

A formal analysis can be carried out to derive the nonlinear transfer functions of $TF'_I$ and $TF'_Q$ and then calculate the total harmonic distortion (THD) and $INL_{max}$, which can specify the nonlinearity in a static and dynamic manner, respectively. However, as we will see, none of nonlinear terms is much more prominent than the other when the input phase full scale is $2\pi$, thus a simplification to a few dominant nonlinear terms doesn’t
have sufficient accuracy. Therefore, we must resort to simulations to verify the effect of the IQ offset on the INL\text{max} and THD.

The INL\text{max} of TF\text{I} and TF\text{Q} is the same, and Fig. 9(a) shows that INL\text{max} increases with the offset for a 6 bit PhADC. When the nonlinearity is quantified in a dynamic manner with a \(2\pi\) full-scale sinusoidal input phase, the output spectrum is shown in Fig. 10 for a PhADC with an I offset and a Q offset, respectively. The spectrum shows that the I offset only introduces odd-order nonlinearity whereas the Q offset introduces both even and odd-order nonlinearities. Moreover, a Q offset gives rise to greater nonlinearity distortions than an I offset with the same value does, which can be observed in Fig. 11 showing THD as a function of the I and Q offset.

A similar analysis can also be applied to examine the effect of IQ amplitude mismatch. As shown in Fig. 12, when the I and Q full scale \(FS_I\) and \(FS_Q\) have a mismatch factor

\[
\alpha = 1 - \frac{FS_I}{FS_Q},
\]

the vector trajectory is elliptical instead of circular, and the corresponding phase transfer function is an odd-order nonlinear curve \(TF_{\text{mix}}\) with INL\text{max} increasing with \(\alpha\) [Fig. 9(b)]. The output spectrum of a PhADC suffering from the IQ amplitude mismatch is shown in Fig. 13(a) and the resulting THD is plotted versus mismatch factor \(\alpha\) in Fig. 13(b).

Let us summarize our findings thus far. During the conversion of a two-dimensional vector to a one-dimensional phase, both offsets and mismatch of the amplitude can be transferred into nonlinearities of the phase. Moreover, a Q offset can give rise to more distortion than an I offset with the same value does. The nonlinearity asymmetry of I and Q offset deserves careful
attention if the error of a phase signal is dominated by nonlinearity distortion.

D. IQ Offsets and IQ Amplitude Mismatch Detection

The above analysis shows that nonlinearities introduced by offset and amplitude mismatch may significantly degrade the phase SNR of a PhADC, thereby dictating proper techniques to detect and calibrate the offset and the mismatch. A mixed-signal approach, i.e., detecting the offset and the mismatch in the digital domain and calibrate them in the analog domain is usually incorporated in a system with an IQ ADC. Similarly, a digital phase-domain detection principle is proposed for the PhADC as well in this section, offering a possibility for calibration in the analog domain.

The principle can be conceptually described by Fig. 14(a). Assume a circular vector trajectory is shifted to the right side of the complex plane by a positive I offset. In such a case, there are more vectors in the right half of the plane than in the left half if originally all vectors were evenly distributed along the circle. Therefore, the amplitude and sign of the I offset can be estimated by detecting the distribution density of the vectors in the right and left half planes. This principle holds also true for the Q offset when detecting the distribution density in the top and bottom half planes as shown in Fig. 14(b), as well as for the amplitude mismatch when detecting the density in Regions (1), (2), (3), and (4) as shown in Fig. 14(c). Thus, the amplitude mismatch and the offset detection can both be realized by a simple density analysis process in the digital domain without too much extra effort.

We now formulate the imbalance by taking the example of the I offset in Fig. 14(a). Due to the offset \( v_{\text{OS},1} \), phase \( \phi_0 \) is now shifted to \( \pi/2 \), indicating that all vectors between \( \phi_0 \) and \( \phi_0 + \pi \) are now in the right half of the shifted vector circle. Hence, the distribution imbalance between the right and left half planes is:

\[
\text{IMBOS} = \frac{2\phi_0}{2\pi} - \frac{2(\pi - \phi_0)}{2\pi} = \frac{2\phi_0}{\pi} - 1. \tag{36}
\]

Substituting \( \phi_0 = (\pi/2) + \arcsin(v_{\text{OS},1}/|FS/2|) \) into (36), we get:

\[
\text{IMBOS} = 2\arcsin\left(\frac{v_{\text{OS},1}}{|FS/2|}\right) \approx \frac{4v_{\text{OS},1}}{\pi \cdot FS}. \tag{37}
\]

This equation holds also true for the distribution imbalance between the top and bottom half planes if \( v_{\text{OS},1} \) is replaced by Q offset \( v_{\text{OS},Q} \).

Regarding the IQ amplitude mismatch, as shown in Fig. 14(c), its effect is the distribution imbalance between Regions (1) + (3) and Regions (2) + (4), denoted by \( \text{IMB}_{\text{mismatch}} \). Similar calculations as (36) and (37) apply to \( \text{IMB}_{\text{mismatch}} \) and yields:

\[
\text{IMB}_{\text{mismatch}} = 1 - \frac{4\arctan(1 - \alpha)}{\pi}. \tag{38}
\]

Simulation results in Fig. 15 show that the distribution imbalance increases with offsets and amplitude mismatch, which is consistent with (37) and (38).

The above analysis provides an effective approach to detect the IQ offset and the IQ amplitude mismatch in the digital domain, enabling the possibility to calibrate them in the analog domain, which is usually necessary in a receiver system. Note that, in order to calculate the absolute value of the offsets, one of \( F_S \) and \( F_{SQ} \) should be available (the other one can be calculated from the known one, \( \alpha \) and (35)), as indicated by (37). This can be accomplished by employing one auxiliary amplitude ADC in the calibration procedure.

VI. CONCLUSIONS

This paper presents a thorough comparison of PhADCs and IQ ADCs. In comparison with an IQ ADC, a PhADC, due to its embedded demodulation attribute, is a more compact quantization and demodulation solution when interference accommodation is not required. Moreover, considering a flash ADC as an example of the low resolution (3-4 bit) IQ ADC, the PhADC has a lower theoretical energy limit than the flash IQ ADC for a given phase ENOB due to the immunity to magnitude variation and the phase-only quantization, thereby showing the great room for energy efficiency improvement that the emerging PhADC has.

Explicit relationships between the input amplitude SNR and the output phase SNR for both ADCs have been formulated. The effect of the comparator offsets on the phase SNR has been derived for the PhADC. An important limitation of the PhADC is the phase nonlinearity stemming from IQ offset and IQ mismatch. In order to provide a cancellation possibility for the offset and mismatch, a simple mismatch and offset detection technique in the phase domain is proposed and then verified principally.

All of the analysis results provide deep and quantitative insights into the fundamental benefits and limitations of the PhADC over the IQ ADC, and prove that the PhADC is a promising quantization and demodulation solution for low power wireless receivers with phase modulations.
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